Tracking cohesive subgroups over time in inferred social networks
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As a first step in the development of community trackers for large-scale online interaction, this paper shows how cohesive subgroup analysis using the Social Cohesion Analysis of Networks (SCAN; Chin and Chignell 2008) and Data-Intensive Socially Similar Evolving Community Tracker (DISSECT; Chin and Chignell 2010) methods can be applied to the problem of identifying cohesive subgroups and tracking them over time. Three case studies are reported, and the findings are used to evaluate how well the SCAN and DISSECT methods work for different types of data. In the largest of the case studies, variations in temporal cohesiveness are identified across a set of subgroups extracted from the inferred social network. Further modifications to the DISSECT methodology are suggested based on the results obtained. The paper concludes with recommendations concerning further research that would be beneficial in addressing the community tracking problem for online data.
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1. Introduction

With the growth of social networking on the Internet, and Web 2.0 functions such as blogging, social tagging and video sharing, more and more information is becoming available online about how people interact and with whom. The existence of social networks can be inferred from a wide variety of interactions, directly through communications and indirectly through shared interactions on web pages (e.g. making comments). The links that form inferred social networks can be garnered from a wide variety of sources, including feedback and comments and blogs or logged interactions on social networking sites, mobile interactions and various forms of evolving social media.

There are a wide range of powerful social network analysis and data mining tools available to measure and interpret social networks inferred from online...
interaction. What are the important and interesting questions that can be asked with respect to large social networks representing online interactions? In future community tracking systems, the following questions, among others, may be of interest:

1. What are the cohesive subgroups of people that exist in the social network?
2. Which subgroups are ephemeral, and which subgroups persist over time?
3. How do the persistent subgroups evolve and change over time?
4. What is the purpose or relationship that makes a subgroup cohesive?
5. How can subgroups be indexed, and subsequently queried?
6. How and when are subgroups formed?
7. Is a subgroup growing or shrinking at a particular point in time?
8. How strong or cohesive is a particular subgroup?
9. How strongly are different subgroups related?
10. To what extent may a related set of subgroups be indicative of a movement or a community?

In this paper we review and demonstrate techniques for addressing the first two of the questions above, using a structure-based approach (i.e. analysis of linking structure without the use of content analysis). Section 2 of this paper provides a literature review of research that can be used for finding subgroups and for tracking changes in subgroups as they evolve. Section 3 briefly describes the Social Cohesion Analysis of Networks (SCAN) method and reports on its use in two case studies (the TorCamp Google group and a set of YouTube vaccination video conversations). Based on analysis of weaknesses in the SCAN method, a revised framework is introduced and referred to as the Data-Intensive Socially Similar Evolving Community Tracker (DISSECT) as described in Section 4, where multiple known subgroups within a social network are tracked in terms of similarity-based cohesiveness over time. In Section 5 the DISSECT method is applied to the Nokia Friend View mobile social network and changes in subgroup membership over the course of the Friend View trial are visualised. Different types of cohesive subgroups are characterised based on their persistence in the network over time. In Section 6, we compare the results for the three case studies in terms of their social network properties, evolution and cohesive subgroups, and areas for further research exploration are suggested. Conclusions are presented in Section 7.

2. Finding cohesive subgroups

In this section, we review previous work that can be used for finding and tracking cohesive subgroups. A cohesive subgroup is a group where there is greater interaction and cohesion with members of the group than with members outside the group (cf. Borgatti et al. 1990). Previous research has shown that cohesive subgroups form communities of interest (Dixon 1981), have weak ties (Garton et al. 1997), and have cohesive bonds that bring
people together (Piper et al. 1983). Section 2.1 examines the problem of finding cohesive subgroups, and Section 2.2 then looks at the evolution of subgroups over time.

### 2.1 Identifying subgroups

Centrality, cohesiveness and clustering and partitioning are properties that can be used for identifying subgroups. Centrality (Freeman 1979) is used to identify the most important or active people that are well connected in the network, where those who are actively involved in one or more subgroups will generally score higher with respect to centrality scores for the corresponding network. In social network analysis, centrality measures how important or central an individual node is in a network. While there are many measures of centrality that have been used to characterise the social behaviour and connectedness of nodes, our focus is on three centrality measures that have been used extensively for identifying cohesive subgroups. These measures are betweenness centrality, degree centrality and closeness centrality.

Betweenness centrality measures the extent to which a node can act as an intermediary or broker to other nodes (Freeman 1979). High betweenness centrality may also indicate stronger subgroup and community membership (Girvan and Newman 2002, Donetti and Munoz 2004, Marlow 2004, Newman and Girvan 2004, Gloor 2005, Tyler et al. 2005). In contrast, degree centrality measures the number of direct connections that an individual node has to other nodes within a network (Freeman 1979). Nodes with high-degree centrality have been shown to be more active, more influential and to be associated with a relatively strong sense of community (Fisher 2005, Frivolt and Bielikov 2005, Welser et al. 2007, Memon et al. 2008). Closeness centrality measures how many steps on average it takes for an individual node to reach every other node in the network. Nodes with high closeness centrality are able to connect more efficiently or easily with other nodes, making them more likely to participate in subgroups. Closeness centrality (Ma and Zeng 2003, Chin and Chignell 2006, Kurdia et al. 2007) has been used for characterising influential members.

Cohesive subgroups within social networks can indicate the most active members within a community (Reffay and Chanier 2003, Wellman 1997, Fortunato et al. 2004, Sterling 2004). Examples of structural groupings frequently discussed in the literature are cliques and k-plexes. Those structures have been used to characterise groupings in social networks (Wasserman and Faust 1994, Alba 1973, Sterling 2004, Balasundaram et al. 2008, Chin and Chignell 2007, Du et al. 2007, Reffay and Chanier 2003). Cliques are fully connected subgroups (Wasserman and Faust 1994) where each member has a direct connection to every other member in the subgroup, thus forming a completely connected graph within the subgroup. The criteria for subgroup formation can be relaxed by recognising subgroups where members are not completely connected and where each node in the subgroup
has direct ties to at least $n-k$ members. The resulting structure is referred to as a k-plex (Hanneman and Riddle 2005). However, cliques and k-plexes are not well suited as criteria for identifying subgroups in large networks because the required analysis scales exponentially with the number of nodes in the network and their discovery is an NP-complete problem (Balasundaram et al. 2008).

Clustering and techniques such as link analysis (Brin and Page 1998, Kleinberg 1999) and co-citation analysis (Flake et al. 2002, Kleinberg 2003, Adar et al. 2004, Kumar et al. 2004) can be used to detect subgroups. Hierarchical clustering is often used to quantify the structure of community in web networks (e.g. Girvan and Newman 2002, Donetti and Munoz 2004, Clauset 2005, Li et al. 2006) where the cluster orderings in the dendrogram form the subgroups. Hierarchical clustering can automate the process of finding subgroups. Agglomerative hierarchical clustering (e.g. Everitt 1974) groups nodes into a cluster if the nodes are similar and then successively merges clusters until all nodes have been merged into a single remaining cluster. Divisive hierarchical clustering, in contrast, builds the hierarchy from the top-down. In contrast to hierarchical clustering, groups formed in partitioning methods are not nested and are non-overlapping. Although fuzzy clustering methods are available (e.g. Sato and Sato 1997), non-overlapping partitioning techniques have been widely used (e.g. the Quickcluster routine in SPSS) because of their computational efficiency. Partitioning methods require that the number of subgroups in the partition be defined prior to the analysis. However, inferring partitioned subgroups from a nested hierarchy (dendrogram) is also potentially problematic, since a criterion must be defined for determining where to partition (cut) the dendrogram (Orford 1976). Criteria and methods aimed at identifying optimal partitions include modularity (Radicchi et al. 2004, Danon et al. 2005, Duch and Arenas 2005, Ruan and Zhang 2007), vector partitioning (Wang et al. 2008) or normalised cut metrics (Zahn 1971, Shi and Malik 2000, Schaeffer 2007, Leskovec et al. 2008) for finding subgroups. However, as van Duijn and Vermunt (2006) have noted, it is difficult to determine which measure is the most appropriate to use across a range of applications.

Hierarchical clustering has been shown to produce similar subgroupings as k-plex analysis for some data examples and is less computationally intensive (Chin and Chignell 2008). Modularity has been proposed as an optimising method for partitioning dendrograms. Sometimes clustering and partitioning algorithms are combined in order to identify subgroups (e.g. Lin et al. 2008). However, little evaluative research has been carried out for determining which methods of unsupervised subgroup formation work well in subgroup analysis of social networks, and under what conditions.

2.2 Modelling evolution

Online social networks evolve over time and much research has looked into the temporal aspects of social networks changing over time such as Snijders
et al. (2007) and Leydesdorff et al. (2008). Within social networks, subgroups of people may be found that vary in cohesiveness (Piper et al. 1983).

Many researchers have used data from online social networks and have used different methods to model the evolution of a social network, such as: social network analysis; group formation, clustering and partitioning; and mathematical modelling and graph theory.

Using social network analysis, Kumar et al. (2006) analysed the structure of Yahoo! 360 and Flickr networks and Barabasi et al. (2002) analysed scientific collaborations over time, to create a model of evolution and using simulation to test the model. Hu and Wang (2009) studied the evolutions of degree, network density, clustering coefficient, number of users, modularity and degree assortativity, in order to reveal the properties and evolutionary patterns of the Wealink online social network.

Other researchers have created models of evolution using group formation, clustering and partitioning methods. For example, Backstrom et al. (2006) developed a method for measuring movement of individuals between communities, examined the properties of membership of how groups formed and identified which communities grew over time. Tang et al. (2008) adopted a spectral clustering framework using temporal information to detect, identify and model community evolution in dynamic multi-mode networks, where both users’ membership of community and their interactions were evolving. Cortes et al. (2002) proposed a bottom-up data structure to represent all small subgroups based on the “communities of interests” concept on each user in the dynamic network, and then updating all communities.

Mathematical modelling and graph theory can be used for modelling evolution of communities. Lin et al. (2008) detected communities using a non-matrix factorisation followed by implementation of an iterative algorithm. Lin et al. (2009) extended their earlier work by reformulating the problem in terms of maximum a-posteriori estimation, where they showed that there was a close relationship between their generative probabilistic model and the optimisation framework for solving the evolutionary clustering problem in Chakrabarti et al. (2006) and Lin et al. (2008). Sun et al. (2007) proposed a tool, named GraphScope, based on information theoretical principles, to monitor communities and their membership changes in a stream of graphs efficiently in an online and anytime fashion. Leskovec et al. (2007) created a mathematical theoretical model for characterising and describing the densification and shrinking diameter phenomenon in social networks over time.

In our earlier research (Chin and Chignell 2008) we proposed a similarity modelling approach to quantify changes in subgroup structure over time. In this approach cohesiveness over time is quantified in terms of the similarity of the subgroupings that are identified in different time periods.

2.3 Summary

While cliques and k-plexes have some desirable properties, they are generally too computationally complex to be implemented on extremely large networks
that could potentially contain millions of nodes. Clustering and partitioning methods automate the subgrouping process and are relatively computationally efficient. Thus they will be preferred if they can provide adequate subgroupings. However, both clustering and partitioning require some kind of selection process to obtain particular subgroupings from the multiple groups created by the methods (multiple groupings due to nesting in the case of hierarchical cluster analysis and to different numbers of partitions in the case of partitioning methods).

Modularity has been proposed as an optimising method for cutting dendrograms into subgroupings. Researchers (e.g. Lin et al. 2008) sometimes use clustering and partitioning algorithms together in order to identify subgroups instead of relying on one alone. However, relatively little evaluative research has been carried out thus far on which methods of unsupervised subgroup formation work well in subgroup analysis of social networks, and under what conditions. For modelling evolution, few researchers have looked into the visualisation and activity of the most influential members in the network over time, concentrating instead on the statistics of the network.

3. Social Cohesion Analysis of Networks (SCAN): method, case studies and limitations

In this section, we briefly describe the SCAN method (Chin and Chignell 2008) for identifying cohesive subgroups. The SCAN method assumes that a social graph can be obtained from inferred social networks (e.g. from online community interactions), where the links are untyped (i.e. there are no associated semantics). The SCAN method consists of the following three steps.

3.1 Select: selecting potential members of cohesive subgroups

A measure of network centrality is used to filter out members whose centrality falls below a designated cutoff value. This results in a subgraph of people who may possibly belong to subgroups.

3.2 Collect: grouping these potential members into subgroups

Weighted average hierarchical clustering is used to cluster similar members from the selected subgraph into a set of hierarchically nested, non-overlapping clusters.

3.3 Choose: choosing cohesive subgroups that have a similar membership over time

After finding the cohesive subgroups for a particular time period and a particular cutoff centrality, criteria such as similarity (e.g. Krantz and Tversky 1975) or modularity (Newman 2006) may be used to assess cohesiveness across different time periods (Chin and Chignell 2008).
Figure 1 shows an example of how subgroupings changed over time in the TorCamp Google group from Chin and Chignell (2008).

The movement of the members into clusters in different time periods is indicated by arrows, while the shading of the nodes indicates in which time period the corresponding person first appeared as a member of the subgrouping. This example demonstrates how the membership of subgroupings may change markedly between time periods with only some of the subgroupings turning out to be cohesive in nature. In a second example, a set of vaccination videos and their associated comments on YouTube (Keelan et al. 2007) spanning a time period of 30 months starting in April 2006 were analysed. The anti-vaccination members in the anti-vaccination video conversations were found to form subgroups that generally contain only anti-vaccination members, whereas for pro-vaccination videos, pro-vaccination and anti-vaccination members were combined together based on the conversations that occurred around the videos as shown in Figure 2.

Figure 1. Cohesive subgroupings from the SCAN method in the TorCamp Google group from 2006 to 2007, where the members have been anonymised for privacy.
Figure 2. Comment discussions network from (a) YouTube anti-vaccination videos and from (b) YouTube pro-vaccination videos (Chin et al. 2010, published by Wiley and used with permission). The squares indicate members who have a pro-vaccination view and the circles show those that have an anti-vaccination view.
It was impossible in this case to identify cohesive subgroups of only anti-vaccination, or only pro-vaccination people based on linking structure alone (content analysis was also needed).

4. Data-Intensive Socially Similar Evolving Community Tracker (DISSECT)

Chin and Chignell (2010) proposed the DISSECT method as an enhanced method of identifying cohesive subgroups that addressed the following limitations of the SCAN method:

(1) The SCAN method only focuses on betweenness centrality; other centrality measures may be useful.
(2) The time periods used in the SCAN method are defined ad hoc as a matter of convenience, without any systematic evaluation.
(3) The SCAN method fails if semantic properties determine subgroup membership.

The DISSECT method consists of the following steps.

4.1 D1: find the initial time periods for analysis

We divide the dataset into time periods (which may be equal or unequal in duration) in order to track subgroups in the network over time. Time periods should be long enough that there is enough data to distinguish potential subgroups, and there should be a sufficient number of them to estimate cohesion over time. In the absence of well-defined methodologies for selecting time periods, in the version of the DISSECT method used by the authors as of this writing, time periods are chosen through subjective judgement, based on the timeframe of the data collected, the number of phases of evolution to be examined, and the properties of the network.

4.2 D2: label subgroups of people from the network dataset using content analysis and semantic properties (optional)

For each time period defined from the previous step, content analysis may be performed to label the links and/or individuals within the network. Techniques such as noun-phrase analysis (Gruzd and Haythornthwaite 2008) and other natural language-processing techniques that analyse content of the posts (Gruzd and Haythornthwaite 2008) can be used for classifying the links and the nodes. Content analysis is useful here to eliminate those links and individuals which have no relation to the subgroup (e.g. comments that are considered as spam or have no relation to the topic of the conversation). While content analysis is a useful supplement to the structural methods described in this paper, it is not always feasible (e.g. for data where there is little, if any, associated text).
4.3 D3: select the possible members of known subgroups that you want to track (from previous step) using Select from the Social Cohesion Analysis of Networks (SCAN) method

While betweenness centrality appears to be a useful filter for screening potential subgroup members (Chin and Chignell 2008), other centrality measures such as degree and closeness centrality may also be used (Chin and Chignell 2010). Degree centrality may be a good default measure with which to screen potential subgroup members because it deals with direct interactions where the ties have stronger bonds that indicate stronger cohesion, and also because it has the lowest computational complexity compared to other centrality measures (Chin 2009).

4.4 D4: perform clustering of snapshots in time of known subgroups of people using the Collect step from the Social Cohesion Analysis of Networks (SCAN) method

This step is identical to the Collect step from the SCAN method, with the provision that other cluster methods may be used in addition to, or instead of, weighted average hierarchical clustering.

4.5 D5: repeat steps D3 and D4 for different values of centrality

Since there is as yet no known “best” or most appropriate centrality cutoff value for selecting potential subgroup members (and even if such ideal cutoff values exist they will differ for different centrality measures and may also differ within the same measure for different types of social networks/applications) a search process may be used to identify particular cutoff values that lead to identification of the most cohesive groups. Different types of search strategy may be employed (some more exhaustive than others) but they would involve repetition of steps D3 and D4 over a range of values of centrality, with the goal of maximising the cohesiveness (self-similarity over time) of the obtained subgroupings. In this case, the similarity measures suggested by Chin and Chignell (2008) are recommended, although other similar measures proposed in the literature (e.g. Sokal and Sneath 1973) may also be used.

4.6 D6: select and characterise the obtained subgroupings

Select and characterise the obtained subgroupings in terms of their cohesiveness and their behaviour over time (e.g. growth, shrinkage, aggregation, etc.). If the members of the network were labelled through content analysis or other means, then the purpose or relationship implied in cohesive subgroups may be interpreted based on the pattern of labels observed in their members.

The search process briefly described above may also be expanded by search over different definitions of time periods, as well as different centrality measures and centrality cutoff values. For instance, both the starting points
and durations of time periods could be varied. However, it remains to be seen how beneficial the search process envisioned here will be in improving the identification of cohesive subgroups. It seems likely that strongly cohesive subgroups that remain intact over a sustained period of time should be “easy to find” with a range of time period definitions and centrality measurement and filtering strategies. In contrast the search process envisioned above might be useful in finding more ephemeral subgroups that exist for only short periods of time and for tracking, in more detail, evolution in subgroupings.

5. Application of the Data-Intensive Socially Similar Evolving Community Tracker (DISSECT) method: Nokia Friend View

In this section, we apply the DISSECT method to a large mobile social networking application called Nokia Friend View. This dataset differs from readily available public datasets of online social media like Flickr, Twitter and YouTube in that it is a corporate dataset involving data collected from a mobile social network application. Another feature of this dataset is that it captured the complete lifecycle of the service from beginning to end (in contrast to most other datasets that include data from only a portion of the time that the target service is running).

5.1 Overview of Nokia Friend View

Friend View is a location-enhanced microblogging application and service from Nokia Research Center that was launched in Nokia Beta Labs in November 2008, and was discontinued at the end of September 2009. It allowed users to post messages about their status with other friends from GPS-enabled Nokia S60 phones or from the web. Two users become friends if one user sends an e-mail to the other, or if one sends a friend request which is accepted by the other user. Users can send two types of messages, an “I am here” message which posts the current location coordinates of where the user is from the phone (without writing a message), or a message which includes a text note. Users can see their friends’ locations on a map which is navigable and zoomable, along with their messages, and comments from others. Figure 3 (a) shows the interface of Nokia Friend View with the friends’ status messages and location, while figure 3 (b) shows example comments.

5.2 Dataset

We obtained a dataset from Nokia Friend View from 1 November 2008 to 30 September 2009. From this dataset, we extracted two social networks, the interaction network (or comment network) and the friend network. The interaction network is a directed graph $G(V,E)$, where $V$ represents the set of Friend View users and $E$ represents the set of comments to status messages posted by users, where a directed edge or tie exists between users A and B if user A posted a comment in response to user B’s status message and the
edge weight $w$ indicates the number of comments that A made in response to all of B’s status messages. The friend network is an undirected graph $G(V,E)$, where $V$ represents the set of Friend View users and $E$ represents the set of friend relations similar to Java et al. (2007) for the Twitter friend network, except that Friend View friend relations are undirected (since when a person accepts a friend request, the two people automatically become friends), compared to Twitter where the friend relations (i.e. followers in Twitter) are directed (user u can be a follower of user v, but not necessarily vice versa). For both networks nodes without edges were removed.

A total of 34,980 users were registered to Friend View, with 8,443 users that had at least one friend, and a total of 20,873 friendship links were created. In Friend View, a total of 62,736 status messages were posted by 16,176 users, providing an average of 3.88 status messages per user and 22,251 comments from 2,283 users, providing an average of 2.38 comments per status message and 9.75 comments per user. The Friend View comment network consisted of 2,898 users who made at least one comment.

5.3 Initial time periods for analysis

Figure 4 (a) shows the number of new users and new friends for every month over the course of the trial, and figure 4 (b) shows the total number of users and friends.
Based on the pattern of data shown in figure 4, five time periods were identified, as shown in Table 1.

5.4 Finding subgroups in the evolution of Nokia Friend View

Since we did not obtain the content of the status messages and comments, no content analysis was performed. Due to the anonymised nature of the data there were also no labelling information attached to the people in the network. The DISSECT method was applied as follows. For each time period in the Select step, we first selected the cutoff points for normalised betweenness and degree centrality (as suggested by Chin and Chignell 2010) in order to select the possible subgroup members. In the Collect step, we used weighted average hierarchical clustering to find non-overlapping subgroups.

5.4.1 Centrality cutoff points. To determine the betweenness and degree centrality cutoff points, the frequency distributions for betweenness and degree centrality were inspected for each time period. Betweenness centrality
for each member was computed using Freeman’s (1979) betweenness centrality measure as shown in Equation (1).

\[
C_B(n_i) = \sum_j \sum_k \frac{g_{jk}(n_i)}{g_{jk}} \quad i \neq j \neq k \quad j < k
\]

where \( C_B(n_i) \) is the betweenness centrality, and \( g_{jk}(n_i) \) is the number of geodesics linking the two nodes \( j \) and \( k \) that contain node \( i \). A geodesic is the number of links in the shortest possible walk from one node to another. Normalising the result between 0 and 1 yields:

\[
C_B'(n_i) = \frac{C_B(n_i)}{[(g - 1)(g - 2)]/2}
\]

where \( C_B'(n_i) \) is the normalised betweenness centrality, \( C_B(n_i) \) is the betweenness centrality, and \( g \) is the total number of nodes in the network. The degree centrality can be calculated by the following formula (normalised between 0 and 1) as

\[
C_D'(n_i) = \frac{d(n_i)}{g - 1}
\]

where \( C_D'(n_i) \) is the normalised degree centrality for the \( i \)th node \( n_i \), \( d(n_i) \) is the degree for the \( i \)th node \( n_i \), and \( g \) is the total number of nodes in the network.

Figure 5 shows the betweenness centrality frequency distribution for the first time period \( T_1 \). Note that log scales are used in Figures 5 and 6 to represent the frequencies, in order to make it easier to visualise the tail of the distribution. This tends to result in a cutoff value that focuses subsequent analysis on a relatively small set of active people.

From this distribution, the cutoff was chosen to be the highest value (an educated guess) in the distribution that appeared to separate a smaller group of higher centrality members from a larger group of people with lower centralities (Chin and Chignell 2008). In this case a betweenness centrality cutoff of 0.2 was chosen for \( T_1 \). Based on inspection of the corresponding

<table>
<thead>
<tr>
<th>Time period</th>
<th>Time range</th>
<th>Growth/decline within time period</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_1 )</td>
<td>1–30 November 2008</td>
<td>Beginning, initial growth, mostly early technology adopters</td>
</tr>
<tr>
<td>( T_2 )</td>
<td>1 December 2008 to 28 February 2009</td>
<td>Early growth</td>
</tr>
<tr>
<td>( T_3 )</td>
<td>1 March to 31 May, 2009</td>
<td>Rapid growth, many new users trying the service</td>
</tr>
<tr>
<td>( T_4 )</td>
<td>1 June to 31 July, 2009</td>
<td>Rapid slowing of growth</td>
</tr>
<tr>
<td>( T_5 )</td>
<td>1 August to 30 September, 2009</td>
<td>Further, but more gradual slowing of growth</td>
</tr>
</tbody>
</table>
distributions for $T_2$ through $T_5$, a betweenness centrality cutoff of 0.2 was also chosen for those time periods. For degree centrality, the same process was also used and a cutoff of 0.005 was chosen (the corresponding frequency distribution for $T_1$ is shown in Figure 6).

Other values of betweenness and degree centrality selected for the search process (step D5 listed above) were a betweenness centrality cutoff of 0.1 and a degree centrality cutoff of 0.03. Higher cutoff values were not considered in this case as they would have resulted in a very small number of people being considered for possible subgroup membership.

### 5.4.2 Similarity analysis and visualisation for evolution of cohesive subgroups.

From the subgroups identified in the Collect step of the DISSECT method, cohesion is examined within subgroups of three or more people across the two time periods being compared. The similarity measure defined in Equation (4) tracks how well the subgroups in one of the time periods are
matched by the subgroups in the other time period. The similarity measure looks at all the possible pairwise relationships between members of the subgroups in each time period, and compares that value with the number of pairs within subgroups at the second time period (note that for both time periods, only pairs within subgroups are considered). The similarity can then be calculated using the following formula:

$$\text{SIM}_{T_1 - T_2} = \frac{N(\text{common pairs in subgroups from } T_1 \text{ in } T_2)}{N(\text{pairs that exist in subgroups in } T_1)}$$

(4)

where $N()$ is a cardinality operator that counts the number of pairs within subgroups. Typically this measure uses the earlier time interval as the baseline for comparison. Essentially the measure divides the number of pairings in one time period by the number of subgroup pairings in the other. However, the identity of subgroup members is also important. Thus, subgroupings are cohesive only to the extent that the same members are involved in the pairings. The denominator of the equation is the base against which the similarity comparison is made, and only pairings that involve members of subgroups in the base time period are included in calculating the number of matching pairings in the other time period (in the numerator of the similarity equation). To see how the equation works, consider the case where there are two subgroups (a, b and c) and (d, e and f) in $T_1$, and one subgroup (a, b, c, d, e and f) in $T_2$. There are six pairings within the two subgroups in $T_1$ ((a, b), (b, c), (a, c), (d, e), (e, f) and (d, f)). In $T_2$, there are 15 pairings within the merged subgroup, but only six of them match the pairings seen in $T_1$. Thus the similarity in this case is $6/6 = 1$. Note that if $T_2$ had been used as the baseline in this case, then the similarity would have been $6/15$.

Table 2 shows the results of the similarity analysis using the designated betweenness and degree centrality cutoff points.

Table 2 shows that cohesiveness, as measured by similarity (using the similarity measure in Equation (4), was generally higher in the middle three time periods ($T_2$ through $T_4$). It can also be seen that the answer to the question of which cutoff values to use depends on which time periods are being compared. In comparing $T_2$ and $T_3$ a liberal cutoff that included more people led to the greatest cohesiveness in subgroups identified, whereas for $T_3$ vs. $T_4$ a more conservative (restrictive) cutoff produced the highest similarity (cohesiveness) measure. The cutoff centralities chosen for all the time periods based on highest similarity are indicated in Table 3.

<table>
<thead>
<tr>
<th>Cutoff point</th>
<th>SIM($T_1$, $T_2$)</th>
<th>SIM($T_2$, $T_3$)</th>
<th>SIM($T_3$, $T_4$)</th>
<th>SIM($T_4$, $T_5$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Betweenness = 0.1, degree = 0.003</td>
<td>0.11</td>
<td>0.63</td>
<td>0.62</td>
<td>0.47</td>
</tr>
<tr>
<td>Betweenness = 0.1, degree = 0.005</td>
<td>0.09</td>
<td>0.6</td>
<td>0.6</td>
<td>0.47</td>
</tr>
<tr>
<td>Betweenness = 0.2, degree = 0.005</td>
<td>0.2</td>
<td>0.47</td>
<td>0.77</td>
<td>0.47</td>
</tr>
</tbody>
</table>
Figure 7 shows the subgroups, their members and the connectivity between members for each of the time periods that come from the result of the similarity analysis above, using NetDraw and the spring embedding layout algorithm (Borgatti 2002). We can see that subgroups members tend to be tightly connected with each other, suggesting strong cohesion.

Figure 8 shows the movement of people between the Friend View subgroups based on the similarity analysis. The members have been grouped together based on the subgroups found from the DISSECT method, with each member having a shape that corresponds to the time period where that member is first found as indicated in the legend. This differs from figure 1 where we indicate at which period the member originally was found in the cohesive subgroup. The arrows indicate how the member or subgroup moved from one subgroup in the previous period to the next period. If there is a space between two adjacent members in the same time period, this indicates that the two members are not part of a cohesive subgroup. From this figure, it can be seen that there are two subgroups at $T_1$ (3, 32, 37, 7, 9, 34 and 16) and (5, 21, 17, 24, 28, 11, 32, 33 and 13). The second of these groups started splitting up in $T_2$ and had completely dispersed by $T_3$. Across the entire trial only three people stayed together across all the time periods (7, 9 and 37) and a further two people paired up in $T_2$ and then stayed together for the remainder of the trial. Other people moved around between the time periods, sometimes moving to a different subgroup and sometimes appearing to drop out and become singletons. Since the data were anonymised, it is not possible to identify who participated in the cohesive subgroups. However, ID numbers were assigned in the order of adoption (beginning with the number 1) so the low ID numbers shown in figure 8 (all below 50) indicated that the people who participated in subgroups were the early adopters in the trial. In the Friend View trial the early adopters could be characterised as either external people who always keep track of what Nokia is doing, or employees or researchers at Nokia.

The subgroups shown in figure 8 can be characterised in terms of how persistent they were. The most persistent group (37, 7 and 9) is indicated as a bold rectangle around the subgroup and remained together through all the time periods. Semi-persistent groups may be defined as groups that stayed together for some portion of the trial. They included the following groupings (6 and 26) that persist from $T_2$ to $T_5$, and (5 and 21) from $T_1$ to $T_2$ as shown.

### Table 3. Centrality cutoffs for each time period based from DISSECT.

<table>
<thead>
<tr>
<th>Time period</th>
<th>Betweenness centrality cutoff</th>
<th>Degree centrality cutoff</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_1$</td>
<td>0.2</td>
<td>0.005</td>
</tr>
<tr>
<td>$T_2$</td>
<td>0.1</td>
<td>0.003</td>
</tr>
<tr>
<td>$T_3$</td>
<td>0.1</td>
<td>0.003</td>
</tr>
<tr>
<td>$T_4$</td>
<td>0.2</td>
<td>0.005</td>
</tr>
<tr>
<td>$T_5$</td>
<td>0.1</td>
<td>0.003</td>
</tr>
</tbody>
</table>
by the dashed line around the subgroup. Temporal groups have persistent members in one period and then divide into different groups in the next time period. They are indicated in figure 8 with a dotted line around the subgroup. An example temporal group is (5, 21, 17, 24, 28, 11, 32, 33 and 13) which formed in $T_1$ but then divided into different groups in later time periods.

Figure 7. Subgroups and their members identified for time periods $T_1$ (a), $T_2$ (b), $T_3$ (c), $T_4$ (d) and $T_5$ (e) for the Friend View data.
periods. Ephemeral groups may be defined as having members that are together in only one period such as (3 and 22) in $T_1$, and (30 and 31) in $T_2$. Based on this analysis, the different types of subgroups observed in the Friend View trial are listed in Table 4 according to their persistence. Note that since this analysis extends over five time periods, a particular person may participate in more than one type of subgroup at non-overlapping time durations.

There was very little evidence of new subgroups (involving new members) being formed after $T_2$. Thus cohesive subgrouping activity was driven by the early adopters, and with most of the cohesive subgroup formation being done

Figure 8. Visualisation of the evolution of members and subgroups in different time periods in Friend View.
in the early part of the trial (although with some movement of members between and out of subgroups in later stages of the trial).

5.5 Cohesion and messaging activity

The next analysis sought to examine properties of the subgroups in terms of message activity and centrality of their members. Table 5 reports the correlations (calculated separately for each of the five time periods) between the number of status messages posted for each time period, and various measures.

As expected, there were significant correlations between the number of status messages posted by the members and the centrality measures. In addition, there were correlations of similar size between number of messages and both the number of unique users that the active users made comments to (outdegree), and the number of unique users that made comments to the active users (indegree). The rightmost column of table 5 (subgroup membership) shows that, of those people selected using the centrality cutoff, people in the identified subgroups sent more messages. In this sample the correlations between betweenness centrality and message activity were of the same order as the correlations between degree centrality and message activity.

Table 5. Correlations between the number of status messages posted in each period on the one hand, with degree centrality, indegree and outdegree, betweenness centrality and subgroup membership, respectively.

<table>
<thead>
<tr>
<th>Time period</th>
<th>Degree centrality</th>
<th>Indegree</th>
<th>Outdegree</th>
<th>Betweenness centrality</th>
<th>Subgroup membership</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_1$</td>
<td>0.548</td>
<td>0.483</td>
<td>0.559</td>
<td>0.496</td>
<td>0.380</td>
</tr>
<tr>
<td>$T_2$</td>
<td>0.509</td>
<td>0.461</td>
<td>0.516</td>
<td>0.422</td>
<td>0.478</td>
</tr>
<tr>
<td>$T_3$</td>
<td>0.551</td>
<td>0.463</td>
<td>0.565</td>
<td>0.630</td>
<td>0.519</td>
</tr>
<tr>
<td>$T_4$</td>
<td>0.435</td>
<td>0.411</td>
<td>0.415</td>
<td>0.386</td>
<td>0.346</td>
</tr>
<tr>
<td>$T_5$</td>
<td>0.681</td>
<td>0.599</td>
<td>0.683</td>
<td>0.562</td>
<td>0.599</td>
</tr>
</tbody>
</table>
6. Discussion

In this section, we discuss about what we have learned from applying the DISSECT method to Nokia Friend View, compared with the earlier SCAN method which was applied to the TorCamp Google group and YouTube vaccination videos.

6.1 Comparison of results of Social Cohesion Analysis of Networks (SCAN) and Data-Intensive Socially Similar Evolving Community Tracker (DISSECT) methods

Table 6 shows the comparison between all three networks that we analysed (TorCamp Google group, YouTube vaccination videos and Nokia Friend View) in terms of their size, network properties, network evolution and cohesive subgroups found. Overall, Friend View had the most number of network members (2,898) but had the shortest time duration analysed (11 months), whereas YouTube vaccination videos had the least number of network members (177 for anti-vaccination network and 222 for pro-vaccination network) but the longest time duration analysed (2.5 years). The TorCamp and YouTube datasets were snapshots of the original networks, whereas the Friend View data were a complete network that contained all the data from the trial.

Network density was the highest in the TorCamp Google group network and the lowest in the Friend View network. The TorCamp Google group was a close-knit community that had many technology-centred discussions where the users in the group are all TorCamp members that meet in person in monthly meetings, resulting in higher network density. On the other hand, people in the YouTube vaccination video conversations (even though they have many heated debates through the conversations) and Friend View users may not have been as closely knit (it might be speculated that many did not meet other people in person, resulting in lower network density). The TorCamp Google group was created as an online extension of the TorCamp group that meets regularly every month, whereas with the YouTube vaccination and Friend View users, the service was not created as a result of a physical meetup. The YouTube vaccination video networks had the smallest average shortest path (less than 2) compared to the TorCamp Google group (around 3) and Friend View (around 5). Most people in the YouTube dataset had a closer connection with each other as compared to people in the TorCamp and Friend View networks, which was also reflected by the network diameter where YouTube was the smallest, followed by TorCamp, with Friend View having the largest network diameter.

Examining the network evolution, we see that in the TorCamp Google group, there is a gradual increase in membership over time, whereas in Friend View there was slow growth, followed by rapid growth, rapid decline in growth and then gradual decline in growth, as was also found in the Wealink online social network (Hu and Wang 2009). Comparing the cohesive subgroups found, Friend View had persistent core subgroups that stay within all the time periods, whereas the TorCamp Google group only had a core
Table 6. Comparisons between the various social networks of TorCamp, YouTube vaccination videos and Nokia Friend View.

<table>
<thead>
<tr>
<th>Network</th>
<th>Content/type</th>
<th>Size</th>
<th>Period</th>
<th>Network density</th>
<th>Average shortest path</th>
<th>Network diameter</th>
<th>Network evolution</th>
<th>Method used to find cohesive subgroups</th>
<th>Cohesive subgroups found</th>
</tr>
</thead>
<tbody>
<tr>
<td>TorCamp</td>
<td>Tech/Google group</td>
<td>228</td>
<td>2 years</td>
<td>0.042</td>
<td>2.956</td>
<td>9</td>
<td>Gradual increase in members over time</td>
<td>SCAN</td>
<td>Core group of members in 2007 which remain in the same subgroup over time</td>
</tr>
<tr>
<td>YouTube</td>
<td>Vaccination and health/video</td>
<td>177 (anti), 222 (pro)</td>
<td>2.5 years</td>
<td>0.019 (anti), 0.015 (pro)</td>
<td>1.647 (anti), 1.344 (pro)</td>
<td>5 (anti), 4 (pro)</td>
<td>N/A</td>
<td>SCAN (omitting Choose step)</td>
<td>Anti-vaccination members are in the subgroups of anti-vaccination network, pro- and anti-vaccination members are in the subgroups of pro-vaccination network</td>
</tr>
<tr>
<td>Friend View</td>
<td>Mobile location-based social network/ microblog</td>
<td>2,898</td>
<td>11 months</td>
<td>0.00032</td>
<td>5.136</td>
<td>16</td>
<td>S-curve (initial growth, then rapid growth, rapid decline then gradual decline)</td>
<td>DISSECT</td>
<td>Persistent core groups, semi-persistent, temporal and ephemeral subgroups. Persistent core groups remain the most cohesive over time and have highest comment indegree and outdegree</td>
</tr>
</tbody>
</table>
subgroup in the second half of the time analysed (2007). Friend View also had semi-persistent, temporal and ephemeral subgroups. In contrast to the TorCamp and Friend View case studies, it was not possible to identify homogeneous cohesive subgroups of purely pro-vaccination members only in the pro-vaccination YouTube video conversation network, due to the mixing of people with very different affiliations and beliefs in the same conversational interaction (from which the social network was inferred).

6.2 Limitations

Since the Friend View dataset did not contain the actual content of the status messages and the comments, we could not perform a content analysis in order to more accurately filter out other Friend View users that would not be part of cohesive subgroups. Neither was information available to label people and thereby interpret the relationships between subgroup members, nor the overall purpose of the subgroup. No analysis was done concerning different sized durations of time periods. In future work it may be beneficial to use similarity measures that take into account variable time windows and all possible combinations of time windows (rather than pairwise consecutive time windows only). Probabilistic stochastic models (Snijders et al. 2007), sliding time windows (Moody et al. 2005, Falkowski et al. 2006) and time graphs and burst analysis (Kumar et al. 2006, Backstrom et al. 2006) may be used to select possible time periods.

Relatively few subgroups were discovered in the Friend View data. Based on our experience in dealing with a number of datasets we have found that betweenness centrality seems to be a better indicator of activity in a relative small and densely connected network (such as in the TorCamp Google group). In very large networks (such as the one formed in the Friend View trial) where there are only isolated pockets of people who know each other, degree centrality (with its emphasis on who people are directly connected to) may be a better reflection of activity and a better filter for selecting people who are likely to belong to subgroups that might be cohesive. Thus for large networks of thousands or more nodes it is recommended that degree centrality be used in preference to betweenness centrality.

Another feature of the Friend View analysis was that only a few relatively small subgroups were discovered in spite of the thousands of people who participated in the trial. This is most likely because a relatively stringent centrality cutoff criterion was used. It would be useful to have algorithmic methods of centrality cutoff selection that supplement the visual inspection of the frequency distribution used in the research reported here.

7. Conclusions and future work

In this paper, we presented a method for finding and tracking community in social media using similarity-based cohesive subgroups. We used this method to propose a framework called DISSECT for tracking community evolution
in an online community. This revised framework was a response to the limitations of our previous method, the SCAN method, for finding cohesive subgroups in online interactions. The new DISSECT framework is designed to be a step-by-step guide on how to track the evolution of community members. We tested our DISSECT framework with the Nokia Friend View mobile social network and discovered that DISSECT found different types of cohesive subgroups based on persistence in time. Those types were: persistent core groups, semi-persistent groups, temporal groups and ephemeral groups. We compared the persistent core groups with the original post and comment statistics and discovered that the most active members were the ones who were part of the persistent core groups found from the DISSECT method.

In future work, it would be beneficial to examine the value of the DISSECT approach with a variety of different datasets. Relevant research issues include the choice of time periods using various statistical and time-based models, developing other measures for similarity assessment and using content analysis to determine semantic properties that govern or explain subgroup membership. The DISSECT framework may also be applied to other online social networks such as Twitter and Facebook to determine whether the similar cohesive subgroups can be used for improving friend recommendations, an important component in growing social networks.

Perhaps most importantly, the research in this paper is a step towards community trackers, a new class of online tools that may in future index and query cohesiveness and community based on online collaboration and communication. Like search engines and recommender systems before them, it is envisioned that community tracking systems will have a revolutionary impact. In the case of community tracking, this impact will be on inferring detailed community structure from diffuse patterns of online collaboration and communication. Just as search engines use text retrieval and relevance ranking algorithms to identify documents and Web pages relevant to a search query, community trackers will be able to answer queries about community structures using methods such as social network analysis and content analysis.
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